
The Study’s Policy Genesis  



Imperative for this Study Emerges from: 
Joint UN-World Bank flagship study on Conflict 
Prevention (Pathwaysforpeace.org) 

• United Nations / World Bank Findings (2018): 
• Development contributions to prevention should be risk-informed and account for 

multidimensional nature of risk in an increasingly interdependent world. 
• Addressing underlying risks of conflict should be targeted towards attending to 

grievances based on real and perceived group exclusions and counteracting ways 
that can be used to mobilize for violence. 

• Most successful prevention is endogenous, undertaken by local or national actors. 
International actors can support these broad and inclusive processes. In this sense, 
prevention enhances sovereignty. 

• Effective prevention today is built on broad coalitions. National governments hold 
the primary responsibility for prevention, but need to include civil society, private sector 
and regional actors.  

 

 



• The declining trend of 
conflicts worldwide 
reversed in 2010 

 

 

• Battle-related deaths, 
number of armed 
conflicts, civilian 
casualties, terrorist 
attacks, number of 
refugees and violently 
displaced people have 
all increased 

 

 



The Business Case for Prevention 

 Prevention saves 
lives, is cost-
effective and 
avoids immense 
economic losses 
that accompany 
conflicts 

 
 It is cost-effective!  





• Underlying risks of conflict pertain to objective and perceived political, economic and social exclusions 
of groups. They should be monitored in four key arenas of contestation: political power; security and 
justice, natural resources and services.   

• International partners should commit to support development of national and regional platforms to 
monitor and collectively mitigate risks.   

• This should include efforts to harness technology through data sciences and integrating perceptions 
monitoring into data collection and conflict analyses. 

• Multilateral partners should share risk assessments across humanitarian, development, peace and 
security actors. Risk monitoring systems should be linked with cross sectoral capacities to act, inform 
decision making and operational guidance. 

• So how do we determine objective risk posed by influential actors? 

Risk Management 
UN Management Response - Sample Recommendations: 

Risk Management 







Leaders’ intent: a risk assessment knowledge gap 

• Risk-informed and account for multidimensional nature of risk 
• That shocks (such as natural disasters, commodity price change, or other economic shocks) 

interact with the risk posed by grievances based on real and perceived group exclusions 

• How to counteract scope for mobilization to violence when shocks interact with risks? 
• Leaders mobilize people towards or away from violence – how can societies positively shape 

their intent? 
• Identifying increased risk associated with behavior empowers stakeholders - the evidence of 

intent is in the language. 
• Local or national actors undertake successful prevention  



Identifying leaders’ intent via language 
● A scientific basis for observing the risk residing in leaders’ language is necessary to 

empower local and external actors to cite, without subjectivity, the risk of violence 
their language is associated with. 
 

● First problem: Identify the leaders. Engage academics (across social science) and 
informed observers specializing in a country to develop a list of political, social, 
security and economic leaders that may mobilize people towards and away from 
violence. 
 

● Second problem, identify their language, how it changes, the sentiment associated 
with particular leaders, and how it relates to violence. 



Examine ‘influential’ actors’ language, not broader 
discourse 

• A lot of work considering the relationship between the broader populations’ 
discourse and violence. 

• This thesis considers the inclination of powerful individuals to mobilize people 
to violence, not the vulnerability of the population or social groups to be 
mobilized.  

• Therefore, we test powerful actors’ own speech as a proxy for their intent to 
mobilize people towards or away from violence. 

• We do that by testing the relationship of their language with changes in the 
levels of violence. 



This is the first step – the evidence of the relationship 

• We are not asserting causation, but rather demonstrating that, scientifically, there is 
a relationship. 

• Lurking variables may exist, but observers will be endowed with a metric for 
objectively identifying speech that increases or decreases risk. 

• This work takes us towards the point at which observers may say:  
 
“Whether you intend to incite violence or not, your language is associated with an increased risk.” 

 



Findings 



Sentiment Analysis technology allows us to monitor large 
quantities of online data. 



Including data concerning online speech. 



Research Question: Can we use this technology to identify  
correlations between online speech and political violence in 
Kenya? 



We collected sentiment scores for 6100 speech instances 
from Twitter. 



Software reads and understands the meaning of words in 
multiple languages, and allocates sentiment scores and 
time reference.  



Unstructured textual data (i.e. a tweet) is transformed into 
structured data (i.e. a number) to gauge the changing 
emotional tone over time.  



Daily sentiment scores were collected for 30 key political 
actors in Kenya from January 2012 to December 2017.  



Actors were identified through a network of experts on 
Kenyan political dynamics with extensive local knowledge.  
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The variable for political violence is the daily number of 
fatalities as reported by the Armed Conflict Location and 
Event Data Project (ACLED). 



We divided the data into two sets: train and test 



The training set is fed into a Random Forest classifier model: 
 
On each day we feed data for the last 30 days. 
 
Ask the model to predict what the average fatalities of the timeframe within the next N days will be.* 
 
The categories are two: higher or lower/in-range relative to the overall average fatalities of the 
entire data set.  
 
Higher is 25% higher than overall average,  
otherwise it is considered lower/in-range. 
 
 
 
 
*N is a variable that refers to the ‘look ahead’  
period of our predictions. For instance, if the  
look ahead period is 60 days, the sentiment  
data belonging to the last 30 days will be used  
to predict what the average fatalities within  
the next 60 days will be. 



The model is then used on the test set using different look ahead time frames in order to explore performance.  
 
Predictive accuracy nears 85% when the look ahead period is between 100 and 125 days.  
 
To evaluate the performance, we use the ROC Area Under Curve (AUC) metric, which is used to confidently 
measure success of machine learning models.  
 
ROC AUC becomes 0.5 as the model makes random or uninformative predictions as it nears 1.0 as it makes 
correct predictions.  





Future directions of 
research 



As we move forward we plan to further develop this software so that it can 
adapt to changing discursive/sociopolitical environments. 

X@!&% 



We plan to explore the design of an app that has the potential to 
autonomously adapt to changes in context – and to offer explanatory 
models for observed phenomena. 

Hey! Did you 
know that 
thing about… 



We envision software that can offer explanations as to which specific 
individuals’ speech is most associated with increased risk of violence, and, 
assess those individuals’ contributions to risk using a heuristic framework 
based in legal definitions of incitement.  

 



The app would identify these as “speech events of elevated risk” and run a 
secondary analysis designed to predict this future language by specific 
persons associated with increased risk of violence. 

Predict these 

Violent Speech 

Actual Violence 



To predict patterns in cognition we posit that it is necessary to collect adequate 
amounts of contextual and relationship data.  We acknowledge the complexity 
and context specificity involved in identifying, coding, and testing such data.  
 

 



To this end, the app would run a third analysis designed to identify additional 
contextual dynamics (i.e. identifying linkages, and patterns of linkages, to 
other influential individuals, national and multinational corporations, foreign 
actors, social groups, and national and international organizations). 

The app automatically adds data feeds for these additional actors/entities, and 
then runs the previous analyses again until peak predictive accuracy is reached.   

 



Such a capacity may contribute to the objective of: “shaping a future in which AI-
enabled machines serve as trusted, collaborative partners in solving problems of 
importance to national security.” 

Hey! Told you 
we had to 
look into that. 



To achieve this we propose a layered AI architecture where multiple machines interact: 

 

Machine A) assesses increased risk of conflict in a context. 

Machine B) identifies specific individuals’ utterances associated with increased risk. 

Machine C) assesses these utterances in terms of the legal framework for incitement.* 

Machine D) assesses increased risk of specific individuals’ incitement speech events. 

Machine E) identifies linkages concerning contextual dynamics. 

Machine F) automatically harvests new data feeds. 

Machine A) process repeats until accuracy no longer increases. 

 

 

* This framework will be explained below. 



There are three types of data the software will rely upon.            

Sentiment scores, econometric and political statistics, and relationships data.  



To conduct this research we intend to use deep neural networks and to do that 
sufficient amounts of data must be collected.  



An artificial neural network consists of a network of simple information 
processing units, called neurons, just like a human brain. We build deep learning 
models by creating many neurons and linking them to construct layered 
architectures. 



Sentiment scores would be gathered via a variety of online and offline sources 
(i.e. public social media accounts, mainstream media news articles and 
comments sections, blog posts, and public radio talk show dialogue 
converted into text). 

These scores are further divided according to utterances made by a specific 
influential actor, utterances made about him or her, and organized by 
whether they reference future events or not. 



Radios - especially in vernacular languages - remains the most important 
vehicle of potentially mobilizing speech. 



We plan to address this by including a capacity that transcribes radio speech 
to text and an NLP capacity that can attribute sentiment in local vernacular 
languages. 
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Econometric data includes fluctuations in food, fuel 
and other commodity prices, currency exchange rates, 
stock market indices. 
Political statistics measure variations in levels of: 
- Electoral credibility 
- Press freedom  
- Civil society robustness 
- Police deployment 
- Restrictions on fundamental freedoms 
- Access to justice, education, livelihoods and 

healthcare 
- Attendance to public protests and rallies. 



Relationship data is gathered through measuring the frequency of co-
mentions of individuals to other individuals, corporations, organizations, social 
groups, etc. in the same variety of online and offline sources harvested for 
sentiment data. 

Relationship data is key in allowing the software to measure gradations of speech risk. 



By overlaying these three data types the software may embed an utterance within a matrix that accounts 
for the following factors associated with incitement to violence when testing the relationship to violence: 
 
a) the content of the message  
b) the type of medium 
c) the time gap between when a message is said and events referenced 
d) the economic and political context 
e) the identity of the originator of the message 
f) the relationship between originator and audiences 

 
 
 
 
 
 
 
 
 

 
(Theory of ‘incitement’ – Gregory Gordon 2017) 



It is important to accounting for the actual contribution of speech to risk.  To 
control for this we should run the experiment with and without sentiment data, 
thereby measuring the relative impact of actual utterances.  

 

Experiment I Experiment II 



We also should consider the ethical implications of this research and any 
resulting predictive capacity. 



There is a legitimate concern regarding freedom of speech and the relationship 
of speech to violence. Balancing the right to freedom of speech and the right to 
security of the person is difficult. 
 



Finally, our previous review of literature focused on Anglo-American studies using AI to 
consider speech and violence (variant forms of violence and discourse). 

What is the scientific discourse in, for example, Chinese, Nigerian, Indian, and Russian 
academia on the topic?   

This literature can inform incorporation of directions of inquiry. 



Navigating Ethical 
Dilemmas in an Emerging 
Field 



Evidence of a relationship between language and violence may lead in the 
direction of empowering organizations to hold influential actors accountable 
for their speech or influence. 



Yet, there is a risk that when early warning signals generated by algorithmic 
analysis are brought to government officers, governments can become 
overly sensitive and push back on any information that challenges their 
legitimacy or sovereignty. 

A reflection on "packaging" of evidence for best policy application will 
eventually be needed. 



Another issue is the fact that high profile political actors are learning to pay 
attention to what they say publicly, particularly in countries where the ICC has 
been involved, and thus speak in a coded way (often in different dialects) to 
convey messages between the lines.  



Our approach can identify specific forms of speech associated with increased 
risk of violence, and allow organizations to indicate to observers where 
published speech is associated with increased risk of violence. 

! 



Instead of censoring the speech, publishers might indicate the level of risk 
associated with speech to audiences by publishing it alongside the speech. 

WARNING: 
Language 
Associated with 
increased risk of 
violence 



Furthermore, it is sensitive to assert that language incites people to 
violence because the intent of the language is subjective (in its deployment 
and interpretation). 

“xxxxxxxxx
xxxxx…..” 

“yyyyyyyyy

yyyyy…..” 



Influential actors often assert different meaning to their language when 
confronted with its alleged incitement. 

“That’s not what I 
meant” 



Nonetheless, the method will allow us to say that scientific evidence tells us 
that the language used is statistically associated with an increased or 
decreased risk of violence. 

Previously, we have had only subjective interpretations of language and subjective 
interpretations of its link to violence. 



Only a small portion of people understand how these technologies work, 
and an even smaller elite manages them. However, they affect and even 
disrupt the lives of many. 



As enormous amounts of information increasingly concentrates in fewer 
and fewer places, we can expect calls to address issues of data control to 
increase.  
This raises the importance of data use ‘explainability’ – capacity to identify 
the precise language associated with increased risk, not simply the 
allegation that someone’s language is associated with increased risk. 


